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Abstract: This paper studies the emergence of convergence clubs in the United States since the 1980s. 

The finite mixture normal model is used to identify the clubs based on the per capita personal income 

dataset for 700 U.S. labor market areas from 1969 to 2009.  The results reveal that the collection of high 

income areas, termed the "rich places club," was formed in the 1980s, and the share of the rich places club 

stabilized at around 10-12% of total labor market areas for the 1990s and 2000s.  We also find that the 

gap between the rich places club and the "everywhere else club" has been increasing since the 1990s.    
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1. Introduction 

Following Solow (1956), neo-classical economic theory predicts that, in the long run, the economic 

development levels in different regions within a country will tend to converge to a steady state; this is the 

basis of the economic convergence hypothesis.  Many methods have being developed to test this 

economic convergence hypothesis since the 1980s (Durlauf, et al., 2005).  These methods can be divided 

into two categories: the regression analysis approach (Barro and Sala-i-Martin, 1992) and the 

distributional dynamics analysis approach (Quah, 1997).  Conclusions reached by these two analytical 

methods differ from each other dramatically: the regression analysis approach usually points to 

convergence, while the distributional dynamics approach usually points to club convergence or 

divergence.  

Barro and Sala-i-Martin (1992) propose the β-convergence model and find that the per capita personal 

income data for the 48 contiguous U.S. states provides clear evidence of the convergence hypothesis. 

However, as Quah (1993) points out, the results from the β-convergence model could be false because it 

could be a manifestation of a regression toward the mean.  Thus Quah (1993a) concludes that the β-

convergence model does not provide enough evidence to support the convergence argument. 

Quah (1996, 1997) proposed the distributional dynamics approach to study economic growth.  The 

distributional dynamics approach focuses on the evolution of the entire distribution over time.  Quah 
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proposes two distributional methods: the Markov chain transaction probability (Quah, 1993b) and the 

stochastic kernel density plot (Quah, 1997).  By using both methods, Quah finds that the income 

distributions evolve from a unimodal “one peak” distribution toward bimodal “twin peaks” distribution: 

“Eventually, the middle-income group of economies vanish, and the rich continue to become richer, and 

the poor, poorer.  Clustering occurs at high and low parts of the income distribution.” (Quah, 1996)  

The conflicting evidence from the regression analysis approach and the distributional dynamic approach 

led to the search for a new method that could help understand regional economic development patterns.  

In this paper, the finite mixture model is introduced as a new exploratory method to study the 

convergence or club convergence debate.  The paper is organized as follows:  the finite mixture model is 

introduced in section 2; data and descriptive statistics and the rationale for using the finite mixture model 

are in section 3; section 4 contains estimation results, section 5 is the robustness check; and section 6 

provides some concluding commentary.   

 

2. Finite mixture normal model 

According to McLachlan and Peel (2000), the mixture model was first introduced to the statistical field by 

Karl Pearson in 1894 when he and his colleague Raphael Weldon discovered the asymmetry in the 

histogram of the crabs they sampled from the Bay of Naples.  Pearson and Weldon suspected that the 

asymmetry in the histogram might be a signal that this crab population was evolving towards two new 

subspecies.  Pearson fitted a mixture of two normal distributions with different means ��  and ��  and 

variance ���� and ��� in proportions �� and �� to accommodate the apparent skewedness in the crab data. 

The model used by Pearson and Weldon was a mixture model with two normal distributions, thus it is a 

finite mixture normal model; in this paper it is also referred to as a mixture normal model.   To provide 

readers an example of the mixture normal distribution, a two components mixture normal model was 

simulated with the means as 0 and 3, and standard deviations as 1 and 2. The proportion of the first 

normal distribution was 40%, while the proportion of the second normal distribution was 60%.   In figure 

1, the red line represents the first normal distribution and the green line represents the second normal 

distribution.  Combining them together provides the overall distribution, shown as the black line in figure 

1.  The overall distribution is skewed toward the right side.  

<<insert figure 1 here>> 

A more general version of the mixture normal model can be presented as follows:  

��~�
���
 , �
��, ���	� = 1,… ,� 
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��
 = 1
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In our case, �� denotes the per capita income for region i.  Here it is assumed that the underlying data 

generating process is a mixture of m normal distributions, where each distribution has mean �
  and 

variance �
�.  The key parameter, �
, is the mixing proportion, or weight, of the ��� normal distribution.  

The sum of all the m normal distribution proportions (��, ��, … , ��) is equal to one. 

The mixture normal model provides a natural way to deal with the heterogeneity in a dataset that may 

contain two or more sub-populations.  In the field of regional development, there has always been the 

debate about whether regions grow more like each other or whether they grow apart.  In the language of 

the mixture normal model, the regional development debate can be presented as follows: for all regions, 

can they be classified into one normal distribution, or are the distinctions between them so great that they 

have to be treated as if they are drawn from different normal distributions?   

To identify the convergence clubs using the mixture normal distribution, the likelihood ratio test is used 

to choose the number of components.  Then, the Expectation-Maximization (EM) algorithm is used to 

estimate the means, the variances, and the mixing weights for each normal component.  In the final step, a 

parametric bootstrap will be conducted to produce standard errors for all the parameters in the mixture 

normal model estimated in the second step.  

Using the mixture normal approach to identify the convergence club has two significant advantages over 

the distributional density approach proposed by Quah (1997).  First, the mixture normal model approach 

provides a more powerful test for the convergence club hypothesis (Pittau et al. 2010).  To detect the 

convergence club, the distributional density approach relies on the detection of multimodality by 

observing the kernel density function, while the mixture approach relies on the detection of multiple 

components within the distribution.  In the distributional density approach, a great deal of emphasis is 

placed on the researcher’s personal judgment to detect convergence clubs based on the shape of the kernel 

density function.  Compared to the distributional density approach, the mixture normal approach is a more 

powerful test for the convergence club hypothesis because the distribution does not have to be as sharply 

multimodal for this approach to detect the multiple components.  Furthermore, it is possible to use the 

bootstrap technique to produce standard errors for the parameters in the mixture normal model.  The 

convergence club test based on the mixture normal model is supported by statistical evidence.  
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The second advantage of the mixture normal approach is on the mobility analysis.  Mobility is a 

measurement used to quantify the transitions out of and into distinct clubs.  A low mobility implies stable 

convergence clubs, while a high mobility implies the convergence clubs are not so stable.  Quah (1993b) 

first applied the Markov chain transitional probability approach to study the mobility of convergence 

clubs.  The Markov chain approach has a drawback in this case because it relies on studying the transition 

matrix with arbitrarily defined cell boundaries—usually the entire group is equally divided into four 

quarters.  In a later paper, Quah (1997) proposed using the stochastic kernel approach to study the 

mobility between the clubs.  The stochastic kernel is an improved version of the Markov chain approach 

because it is built on a continuum transition matrix.  However, the drawback of the stochastic kernel 

transition matrix is that it is usually represented in 3-D graphs.  This approach does not provide a direct 

measurement for researchers to draw conclusions with respect to whether regions converge or diverge.  

The mobility measurement for the mixture normal approach is derived from the conditional probability 

that can be calculated from the mixture normal model estimation result.  The mixing weights, �
, can be 

interpreted as the unconditional probability that region i comes from the normal component j.  The 

conditional probability �
,� for each region i is given by: 

�
� =
�
���
 , �
��

∑ �
���
, �
���
��
, ���	� = 1,… ,� 

��
,� = 1
�


��
 

For each region i, there will be a j conditional probability.  All the j conditional probabilities for region i 

sum up to one.  These conditional probabilities can be used to assign region i to that component with the 

largest estimated �
,�.  In this research, use is made of the regional income data from 1969 to 2009 for all 

the labor market areas in the continental United States; therefore it will be possible to study mobility by 

tracing the change of assignment of region i over time.  

Given the advantages of the mixture normal approach over the distributional dynamics approach, the use 

of the mixture normal model for detecting convergence clubs is still limited.  Paapaa and Van Dijk (1998) 

and Pittau, et al. (2010) used this approach to study the cross-country distribution of per capita income.  

In the European Union, Pittau (2005) and Pittau and Zelli (2006) used this approach to detect EU 

convergence clubs.  Tsionas (2000) used the finite normal mixture model to study the distribution of per 

capita gross state product for the U.S. from 1977-1996.  Tsionas found that there was a club of rich states 

and a club of poor states.  However, his finding lacks validity, because he did not provide statistical 

evidence to support the significance of his estimations.  Without knowing the statistical significance of 
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these estimations, one cannot draw the conclusion that there is a division between a rich states club and a 

poor states club.  Pittau et al. (2010) present the most recent development in utilizing the mixture normal 

model in identifying the convergence clubs.  They find three categories within their data set of 102 

countries: rich counties such as the U.S and many EU countries, median countries like China and Peru, 

and poor countries such as Nepal and Nigeria. 

This paper uses the same method as Pittau et al. (2010); however, this paper is different in two significant 

ways.  First, the focus is on the identification of convergence clubs for the labor markets within a country.  

The difference between labor markets within a country is likely to be much smaller than the difference 

between 102 countries.  Therefore, if evidence is found to support convergence clubs within a country, 

the result would provide a very strong counter-argument to the β-convergence notion.  Secondly, the 

paper utilizes spatial visualization methods to provide compelling information for the understanding of 

spatial development patterns of convergence clubs.  

 

3. Data and descriptive analysis 

3.1 Data 

The population and personal income data used in this paper are derived from the Regional Economic 

Information System (REIS) provided by Bureau of Economic Analysis.  The REIS provides state level 

data starting from the year 1929 and county level data starting from the year 1969.  The first issue to 

address is to decide the appropriate spatial unit to use for the analysis.  Most convergence studies have 

focused on the state level (e.g., Rey and Montouri, 1999; Tsionas 2000).  However, the state level may be 

too large a unit to reflect local labor market dynamics.  For example, Upstate New York has a totally 

different demographic and economic structure when compared with the New York Metropolitan area.  

The same situation happens in the State of Illinois: the Chicago Metropolitan area is completely different 

from Downstate Illinois.  The second commonly used spatial unit is the county level.  The county level 

analysis may also raise problems because the county boundary is merely an arbitrary political boundary.  

It does not reflect the economic structure of a region.  A county may be only a part of an economic or 

labor market area.  For example, DuPage County, Illinois, is only one part of the Chicago Metropolitan 

statistical area.  In contrast, the third and most widely used spatial unit is the metropolitan statistical area 

(MSA).  It is composed of one or more counties, with a relatively high population density at its core and 

close economic ties throughout the area.  An MSA is a much more complete economic and labor market 

area.  However, it is not defined in the rural parts of the United States.  
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Therefore, a more appropriate spatial unit for the study would be a system of economic and labor market 

areas that is defined all across the United States.  The commuting zones and labor market areas 

classification system developed by the U.S. Department of Agriculture (USDA) fits these requirements.  

The USDA identified 741 commuting zones based on the 2000 census journey-to-work data.  Compared 

with the relatively arbitrary county boundaries, commuting zones are much more useful for analysis 

because they represent the supply and demand of labor in the local area.  This spatial unit has become 

more popular in recent years because it covers the entire U.S. (Tolbert and Sizer, 1996; Autor and Dorn, 

2009; Molloy, et al., 2011; Feser and Sweeney, 2003).  

In this paper, use is made of the crosswalk provided by the USDA to link and merge the REIS county 

level data to commuting zone level data.  The per capita personal income data used are calculated simply 

as each commuting zone’s total personal income divided by population.  The per capita personal income 

data are then adjusted to constant 2005 dollars.  In the rest of this paper, the commuting zones will be 

referred to as labor market areas.  This study focuses on the continental part of the U.S. that includes 702 

labor market areas for the period from 1969 to 2009. 

3.2 Descriptive analysis 

As noted earlier, a great deal of empirical research shows evidence to support the existence of 

convergence in the U.S.  For example, Barro and Sala-i-Martin (1992) find statistically significant β-

convergence effects by using U.S. state level data, while Higgins, et al. (2006) use U.S. county level data 

and also find statistically significant β-convergence effects across the U.S.  On the other hand, many other 

studies challenge the notion of convergence.  One very good example is provided by Bickenbach and 

Bode (2003) where the authors used the first order property Markov chains implemented with U.S. state 

level data.  They found two structural breaks: one occurs after World War II and the other in the 1990s.  

The second structural break in the 1990s indicated that U.S. regional development was switching from 

convergence to divergence.  The U.S. labor market areas data used in the current analysis reveals a similar 

pattern.  In figure 2, the measure of σ-convergence, the coefficient of variation (CV), is plotted for the 

U.S. labor market area from 1969 to 2009.  The coefficient of variation is decreasing from 1970 to the 

1990s, while it is increasing from the mid-1990s to 2009.  

<<insert figure 2 here>> 

There are many reasons that income divergence could have happened in the late 1990s and 2000s.  One of 

the most important reasons could be technological innovation.  The empirical work of Galli (1997), based 

on a panel data set of labor productivity in 20 industrial sectors of the European Union for the period 

between 1960 and 1993,suggests that a period of convergence may be followed by a period of divergence 
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as a consequence of radical technological and economic transformations.  The new wave of technological 

innovation was led by the use of computers, semiconductors, data processing, and information and 

communication technologies.  This technological innovation began to be adopted and implemented by the 

economic system in the 1980s.  By the 1990s and 2000s, these new technologies spread quickly and 

changed not only production methods, but also almost all aspects of doing business and everyday life.  

Some of these changes include the use of personal computers; the development of the internet, wireless 

technology, and online commerce; the development of biotechnology; and the use of industrial robots.  In 

the language of Schumpeter’s technological innovation theory, this is a new long-run Kondratiev cycle 

(van Duijn, 1983) led by information technology (IT).   

Technological innovations in the IT sector could generate two effects on the economic development 

levels of regions.  First, because of the complementary nature of high-skilled workers and the new 

technologies (internet and computer), the IT development would bring more benefit to regions with more 

high-skilled workers (Autor and Dorn, 2009).  Secondly, the positive externality from productive high-

skilled workers in certain regions could attract more highly motivated workers to these regions.  

Therefore, a human capital accumulation and polarization process could occur because of the impact of 

the IT sectors (Berry and Glaeser, 2005; Florida, 2002; Moretti, 2012). The polarization of human capital 

naturally leads to the polarization of the economic development level. 

Figure 3 shows the kernel income density functions of the 702 labor markets from 1969 to 2009.  All the 

per capita personal income values are adjusted to the 2005 value.  The distributions for the years 1969, 

1979, 1989, 1999, and 2009 have been highlighted; it is clear that the income distribution is becoming 

more dispersed over time and the shape of the density functions are skewed to the right in many cases.  

Now the kernel density functions of 1969 and 2009 will be used to further elaborate on the difference 

between the mixture normal approach and the distributional dynamic approach, and explain how multiple 

modes in the distribution do not necessarily guarantee multiple components.  Using the terminology of 

the distributional dynamic approach, the income kernel density function of 1969 suggests a “twin-peak” 

distribution, while the income kernel density function of 2009 suggests a “single-peak” distribution.  

Therefore, if using the distributional dynamic approach, the year 1969 is more likely to have two 

convergence clubs than the year 2009.  The mixture normal approach shows different results, as presented 

in the next section.  According to the mixture normal approach, the evidence does not suggest that there 

were two convergence clubs in 1969, but there is statistically significant evidence to conclude that there 

were two convergence clubs in 2009.   

<<insert figure 3 here>> 
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4. Results 

One of the most efficient ways to estimate the mixture normal model is to use the Expectation-

Maximization (EM)
1
 algorithm (McLachlan and Peel, 2000).  The initial test explored how many 

components should be included in the mixture model by following the likelihood ratio test procedure used 

in Pittau et al. (2010).  Since most papers that utilize the mixture normal model to identify convergence 

clubs identify 2 or 3 clubs, the likelihood ratio was used to test the two components mixture normal 

model against the three components mixture normal model.  For some years in the late 1980s, 1990s, and 

early 2000s, the likelihood ratio tests do not have enough evidence to reject the three components mixture 

normal model.  In the case of a model with three components, in addition to the high income and middle 

income groups, a low income group is identified.  However, this low income group does not persist over 

time.  It appears and disappears in relation to economic conditions.  Also the population share of this low 

income group is much smaller compare to the other two groups.  Since this research focuses on 

identifying the regional inequality that was driven by the disproportional growth of the high income group, 

it does not change our analysis when we group the middle income group with the low income group.  

That is why, to facilitate comparisons of the results across years, a two-component model was estimated 

for all 41 years. 

The model estimation results include the mixing proportion/weight for each component, the means for 

each component, the variance for each component, and also the conditional possibilities for each region.  

Then, a bootstrap procedure was performed to construct standard errors for the mixing proportions, the 

means, and the variances.  In the case of the two components mixture model, it was only necessary to 

show one mixing proportion/weight because the two mixing proportions sum to one.  The group of labor 

market areas with significantly higher per capita personal income will be referred to as the “rich places 

club” (hereafter RPC), and the group of labor market areas with significantly lower per capita personal 

income as the “everywhere else club” (hereafter EEC).  

<<insert figure 4 here>> 

The present use of the mixture normal model to identify the convergence clubs parallels the practice of 

biologists when they evaluate the evolution of a species and decide when differences are significant 

enough to deserve the classification of a new species.  In figure 4, the mixing proportion/weight for the 

RPC with the higher per capita personal income from 1969 to 2009 are plotted: the black line with square 

marks is the proportion for the group of labor market areas with a higher per capita personal income, and 

                                                           

 

1
 In this paper, the EM algorithm from the “mixtools” package in R is used (Benaglia, et al. 2009) 
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the two grey dashed lines are the 90% confident interval for the mixing proportion parameter.  The lower 

bound of the 90% confidence interval is zero or less than zero before the mid-1980s, but in the second 

half of the 1980s the lower bound increases to above the zero line.  The interpretation follows that the 

RPC began to appear in the 1980s with the proportion of the rich places club increasing in this decade.  In 

the 1990s and 2000s, the RPC accounts for about 10-15% of all the labor market areas.  The proportion of 

RPC has not increased very much in the 1990s and 2000s.  

<<insert figure 5 here>> 

Figure 5 shows the plots of the average per capita personal income for the EEC and the RPC from 1985 to 

2009.  The RPC has a larger variance than the EEC.  Figure 5 shows that the per capita personal income 

gaps between the two clubs grew over time.  A linear regression model was estimated to see whether the 

gap between the two clubs was becoming larger over time using the per capita personal income ratio of 

the RPC to the EEC as a measure of the gap between these two clubs and time as an independent variable.  

Here, the time is from year 1 to year 25 instead of year 1985 to 2009.   The estimated model is as follows:  

Ratio   =   1.30      +     0.0024 * Time,  adjusted R
2
=0.1899 

(0.0139)      (0.0009) 

On average, the RPC is 1.30 times richer than the EEC.  From 1985 to 2000, the RPC became 0.24% 

richer each year when compared with the EEC.    

In figure 6, the spatial distribution of the RPC for 1990-2009 has been plotted.  The darkness of grey 

color represents how many times a labor market area is classified into the RPC between 1990-2009.  All 

the RPC are classified into four quartiles.  The top quartile consists of labor market areas that are 

classified as belonging to the RPC 19-20 times out of 20 time periods; it is the most stable rich club.  The 

quartile consists of the labor market areas that are classified as belonging to the rich places club 9-18 

times out of 20 time periods.  They are also very stable as members of the rich club.  The third quartile 

collects labor market areas that are classified as belonging to the rich place club 3-8 times out of 20 time 

periods; essentially, they are the emerging, stable rich club members.  The fourth quartile is composed of 

labor market areas that are classified as belonging to the rich places club only 1-2 times out of 20 time 

periods; for the most part, these are areas that have not yet qualified as members of rich places club.   

For this fourth quartile, labor markets usually move in to the rich places club in one year and move out of 

the rich places club in the second year.  The most active years in which labor markets joined the RPC in 

the fourth quartile were 1991, 2002, 2005, and 2008, while the most active years of moving down to the 

EEC for the fourth quartile were 1992, 2003, 2007, and 2009.  In the fourth quartile, of the 35 labor 

market areas, 12 of them are from North and South Dakota. An analogy to the situation of this group of 
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labor market areas would be a “lucky” lower league English football team that finds itself occasionally 

promoted to the Premier League.  However, the performance of this “lucky” football team is never very 

consistent.  That is why, in the next season, the team drops back to its original league.  Here, the question 

is, will this team be again promoted and eventually be able to stay in the higher league?   One cannot 

answer this question without studying the “lucky” factors that allowed this football team to be promoted 

in the first place.  The same thing applies for this current research: there is not enough information to 

judge whether the labor market areas that made it into the fourth quartile will enter the RPC again in the 

future.  Further research is required.    

It is important to distinguish between the third and the fourth quartile.  As was just discussed, entering the 

RPC once or twice could simply be because of idiosyncratic factors.  However, for the third quartile, there 

should be more consistent reasons to explain how these labor market areas were able to enter the RPC for 

3-8 times in the last two decades.  Therefore, future research should pay special attention to the third 

quartile and find out the reasons why this group of labor market areas was able to emerge, and establish 

themselves as stable members of the rich places club. 

<<insert figure 6 here>> 

Figure 6 also suggests there is a spatial pattern in terms of distribution of the RPC.  Four spatial clusters 

stand out clearly: the Boston-New York-DC cluster, the southern Florida cluster, the Colorado cluster, 

and the California cluster.  A hot spot analysis using the General G statistic (Getis and Ord, 2010) 

confirmed the existence of these four clusters.   

The spatial distribution of the RPC suggests that the rich places are usually places with larger population 

masses; the average population size for each quartile is presented in table 1. The average population size 

for "always rich (quartile 1) labor market areas" is 2.6 million in 2009, while the average population size 

for the EEC is only 0.23 million.  This pattern seems to amplify the effect of economic agglomeration: a 

labor market with a larger population mass is more productive than a labor market with smaller 

population mass (Fujita and Thisse, 2002).  The average population size for the second quartile is very 

close to that of the first quartile, with 2.2 million people in 2009.  In contrast with the first two quartiles, 

the average population sizes for the third and the fourth quartile are only 0.6 and 0.5 million, respectively.  

<<insert table 1 here>> 
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5. Robustness Check: Mobility between components  

In section 4, the analysis revealed that there is a RPC that emerged in the 1980s and the this club accounts 

for 10-12% of the 702 labor market areas in the Continental U.S.  The emergence of the RPC is one 

necessary requirement for the existence of convergence clubs.  The other requirement is low mobility 

between clubs.  Mobility can be equated with transitional probabilities: it refers to the probability transfer 

into or out of distinct clubs over time.  Low mobility will mean that most of the labor market areas that 

belong to the rich places club in time period t will also belong to the rich places club in time period t+1.  

If the low mobility condition holds over time, then it suggests that the classification system and the 

convergence clubs are stable.  

The conditional probability, �
�, is used for the identification of the labor market areas that belong to the 

RPC and the labor market areas that belong to the EEC; labor market areas are assigned to clubs 

according to their maximum estimated conditional probability.  Since a panel of data for 41 years is 

available, it is possible to trace the mobility of the change of assignment of labor market areas over time. 

We check the transitional probability for three stages: (1) 1970-1979, before the formation of the RPC; (2) 

1980-1989, the formation of the RPC; and (3) 1990-2009, when the RPC is stable and the incomes 

diverge between the RPC and the EEC.  Four cells in the transitional probability matrix correspond to 

four different situations: the diagonal refers to stability; the upper right hand cell indicates downward 

mobility (rich to non rich) while the lower left cell indicates upward mobility (non rich to rich). 

The upward mobility plus downward mobility divided by the share of stable rich places club is used as a 

measure of stability of the rich places club.  For the instability measurement, a smaller number means 

more stability because there is less upward and downward mobility.  The other way to understand this 

stability measurement is to treat it as a mobility measure: a large number means higher mobility in 

between clubs.  The upward mobility minus downward mobility is used as a measure of the formation of 

the rich places club.  The three key indicators in summarized in table 3.   

<<insert tables 2 and 3 here>> 

Two indicators confirmed the classification of these three stages.  First, the shares of stable RPC members 

were increasing from 1.51% in the 1970s, to 4.84% in the 1980s, and 7.12% in the 1990s-2000s.   

Secondly, the rates of formation of the RPC were negative in the 1970s and the 1990s-2000s, with values 

of -0.13% and -0.15%, respectively, while the rate of formation of the RPC was 0.88% in the 1980s.  The 

positive RPC formation rate in the second stage confirmed the 1980s as the time when the RPC was 

established.  The third indicator, the instability of the RPC measurement, is very important for the 

convergence club test.  In the first stage, the 1970s, the RPC was very unstable; the instability 
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measurement for this stage is 1.01, meaning high mobility between the two clubs.  This corroborates the 

evidence shown in figure 4 from the previous section: the mixing parameter is insignificant in the 1970s.  

The RPC was relatively stable for the second and third stage, with instability measurements of 0.36 and 

0.33, respectively.  There is no clear cut point for determining whether a stage is stable or mobile.  

However, with only 0.33 instability measurement for stage 3 (about 15% inflow and 18% outflow), one 

might suggest that stage three is relatively stable.  Hence, the suggestion can be made that the 

convergence clubs identified by the mixture normal model for U.S. labor market areas are stable clubs.  

What is the difference in between this transitional probability approach and the Markov chain approach?  

In the Markov chain approach, it is assumed that the regional per capita income follows a first-order 

Markov Chain with stationary transition probabilities.  However, in the research setting of an economic 

convergence test, the Markov chain might not be stationary over time, as shown in Bickenbach and Bode 

(2003).  The results in this paper also show that the transition probability is not a stationary process. 

 

6. Conclusion and future research  

In this paper, the objective was to demonstrate that the mixture normal model can be used as a new way 

to identify convergence clubs, and in a more general way, to identify the heterogeneity in the dataset.  

Using this method, we are able to identify a group of labor market areas in the United States that have 

significantly different per capital personal income levels than other labor market areas.  These high 

personal income level areas constitute the RPC that formed in the 1980s, and the size of this club has been 

stable through the 1990s and 2000s.  Within the U.S., regions are becoming even more polarized and this 

polarization trend that began in the 1980s is also based on personal income levels (Autor and Dorn, 

2009).   

However, this paper only focuses on the identification of the convergence clubs.  It does not provide an 

explanation for the possible mechanisms that created this divide between the  clubs.  The results support 

the recent findings of Moretti (2012) who explored the role of the accumulation of human capital as one 

mechanism that may have created this regional divide, since it seems that places with higher levels of 

human capital are more productive.  There are two possible ways of enhancing the human capital level of 

a region: increasing the education level of its people, and attracting high-skilled migrants.  Future 

research might profitably test the contribution of these two human capital enhancing channels to the 

creation and sustainability of the RPC and EEC. 
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8. Figures and tables 

 

 

Figure 1: A simulated example of the mixture normal distribution with two components 
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Figure 2: Coefficient of variation for labor market areas, 1969-2009 
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Figure 3: Per capita income distributions from 1969-2009   
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Figure 4: Mixing proportion of the rich places club 1969-2009 
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Figure 5: Average per capital income for the two clubs from 1985-2009 
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Figure 6: the spatial distribution of the rich places club, 1990-2009 
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Table 1: Average population size for four quartile of rich places club and everywhere else club, 2009 

  LMA Total population 
Share of U.S. 

population 

Average 

population 

size 

Quartile 1: 19-20 29 75,820,125 25% 2,614,487 

Quartile 2: 9-18 27 60,388,869 20% 2,236,625 

Quartile 3: 3-8 31 17,753,180 6% 572,683 

Quartile 4: 1-2 35 17,312,969 6% 494,656 

    
  

  

Everywhere else club 580 132,209,828 44% 227,948 

Total 702 303,484,971 100% 432,315 
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Table 2: transitional probability for three stages 

Transitional Probability 1970-1979 

    Time T 

    Rich place 
Everywhere 

else 

Time T-1 
Rich place 1.51% 0.83% 

Everywhere else 0.70% 96.97% 

Transitional Probability 1980-1989 

    Time T 

    Rich place 
Everywhere 

else 

Time T-1 
Rich place 4.84% 0.44% 

Everywhere else 1.32% 93.39% 

Transitional Probability 1990-2009 

    Time T 

    Rich place 
Everywhere 

else 

Time T-1 
Rich place 7.12% 1.25% 

Everywhere else  1.10% 90.53% 
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Table 3: Measurement of the transitional probability 

  
Stable    

rich place club 

Rate of forming 

rich place club 

Instability of  

rich place club 

1970-1979 1.51% -0.13% 1.01 

1980-1989 4.84% 0.88% 0.36 

1990-2009 7.12% -0.15% 0.33 

 

 

 


